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Deep Learning Model Parallelism
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Deep learning (DL) models have been widely applied to Al applications such image
recognition and language translation with big data. Recently, DL models have become
larger and more complicated, and have merged together. For the accelerated training
of a large-scale deep learning model, model parallelism that partitions the model
parameters for non-shared parallel access and updates across multiple machines was
provided by a few distributed deep learning frameworks. Model parallelism as a training
acceleration method, however, is not as commonly used as data parallelism owing to
the difficulty of efficient model parallelism. This paper provides a comprehensive
survey of the state of the art in model parallelism by comparing the implementation
technologies in several deep learning frameworks that support model parallelism, and

suggests a future research directions for improving model parallelism technology.

# DOL: 10,22648/ETRI,2018.J, 330401
Fo] 2 2016 FR(IEH | EEAIN) 0 AR HRFAV|EXIETAE O A HUg o
of =35 719)[No,2016-0-00087, tiit Yeld 14 He)& 98k HPC A|28] 7.



https://doi.org/10.22648/ETRI.2018.J.330401
http://www.kogl.or.kr/info/licenseType4.do
https://ettrends.etri.re.kr

«10
rr

in's

A
0
ol
rl
olo
O
=
2~

tad o}n
)
=l
30,
fiu)
5
=)
~
rO
1>
e
M

i
ok T
il
2
N
O
>
ki
ﬁ’,L
=)
o>
B
2
mlo
1© r
=)
W
Ehid
[e]
o
=2
>,
rlr

o

W
Mo
m
ﬂJ 0 il
OZi'
::1
;.:

Al o]=11 Qiet,
oje} QO] &2 -r]7P S ohefaidel wet 3-8
=9 23 Aes wol7] S8l ettt Alem 531‘6‘
mdlo] Qsshn Qlth mHe| FEr AXT 9
(Large Scale Model)[1], REES A5t (Ensemble
Model) ZE 8 eo|u ol_ﬂ[g] 0|24 gelo] E
AL A A= s (Multimodal Model)[3], 7]
Z9] HEs o fofo] 2-8A17)7]1% FtHTransfer

Learning)[4].

o T Al T Hefd B it ARt
AL BElS Hdvhe wilo] WokAal wds 923t
= 24 Aol FoldE 1t ole SW Aol
WA =, Hede] duRiaL; Edold 77
Aol BorAaL miie] 8ao] ARRA 3t A

(= ALt tlrte] )8 RIS iz st 'HAYE 4= 9
7] gzl th8] AE7F olF BeA R o] A
2J5}7] QIgh w4t A 7ol e onigiti{s],
oA "l ik A 7l 5 skl B
g A 7|&S 2Esi) [AoAE ded =Y 3
d Ao dedut 71sd A 9 olrE At
oA Jeld 24t

=X
T

dUase] 2d

ltl _IZi

e A

2] 7leg At VARIA o] Ml g4t v}
Auro. VoA B 177} g were A
AE vt

2 MXSAUSTYEM HM33E M4z 20184 8

= EHW:FE HE %iﬂ :rL#E]—’ ek, iyt g2 Y]
EAE ago]al w=A| Egoldst] flsf stAe}
ARFA A= oS GPGPU(General—Purpose Com—
puting on Graphics Processing Units) S 283t H&]
9§ A A 7)se Held Za A el 285t
AL QleH6]-[18].

A7 At e 24k A2 7)se 34 Bl
ol'd HlolBE thro ArElollA 4 Hefshe Hlo]
Bl W& Ag|(Data Parallelism)@t Held YEYZAS
o] AEolA A Aejsks Hd WHE A
(Model Parallelism)2 WTH1], [8).

olF Hold Y B¥E A= gl UEHAE st
o] FFE (= GPGPU, FPGA 5 AXE tate] 2o
A ARsA] £ A, YEYZLE S35t tho A
TEOIA Aefehs Wrolrt, iRl o= gy u|
EA Edlold agollA] Ak flef wmeo] A=
fjoF sh= dlolE¢l Tt E(7FsA], THUUE 55
aekste] Egold me sk5El= w2 et &
oL} At 71580 % o]§3k= GPGPU w|&=2jo]| gt
Hlof| A 4= gle 9ol 24l HE A7t Zast
o}, [1]9] oAt o] Bks Rl Attt of
wietolg A7F A fAA A O] - 2o
A ZF’S‘—’# AN, = BeQle] oju]A] #£4 Hejd 2d
o= A THollA e A, w2 24
E‘ﬂé‘)ﬂ’ﬂ% 12 7Hol| o] =2aL Qlet,

(& 1) BVLC Caffe(v1,0,0)[19]°14 NVIDIA Titan
X(12GB #Z2)E ol8sto] Hirti CNN 2gE9
ImageNet Ed|o]d 5 A&3t glo|e|o]oH20]. & 671
o Hefd dlof thekdt s =9] ImageNet H|o]E o




(E# 1) tIH+2 CNN Z2glo| mato|g EA[20]

ligszpiiom sl Inception v3| Resnet 50 | Inception resnet v2 | Resnet 152 VGG16

(googlenet)
Zolg eFAEZHES) 19(223) 13(417) 50(223) 467(1071) 152(674) 16(44)
Imagenet H|o]E] 27| 256%256 300%300 256%256 299%299 299%x299 256%256
7VE2] 74 13,393,411 | 24,721,100 | 31,754,269 56,119,101 | 66,488,387 | 138,357,544
7HEsA A% wi=e] B asHMB) 51 94 121 214 254 264
AAEAZHms) 207 289 205 267 176 220
Uz =7] 64 22 18 6 7 80
% v|2e] ALS=HMB) 11,695 11,643 11,651 11,785 11,999 11,591

tiaf] 13] WHE(1 nuEiR] 2 13] §HE) A] wie]o] A
Tok= 7 A et A, ALE ARE F e /\F&
T S 24t HdSoA 9] F vre] ARG
NVIDIA Titan X9 #|&2] =7] 12GBo]| 57t &
duich ojuufz| ) 2715 dejsto] S43 olf= &
o] E/4J3} ImageNet A dlofeo] =710 wet I
[etwe] atgo] @Eb4 o5 GPGPUY| H& &
2ot o] 8 4 Sl A wUHiAE 283t Axto]
o}, whek Gt DO mlyuix|Ee} o & uUujRE 28
g 7%, d8E50°] BVLC Caffeo A= Titan X2| &
2] 85 W mUEix = A4 A Edlold A3
o] B7Fs35}t} SGD(Stochastic Gradient Descent) 7|
HS o8k A Hejd 2Eo] e, nuulx] =7]
7F ASE Aol =A sEsHAU 2Tt Aot
7] thizell 7Rsgt wUuiAE =2A AAsHA "8,
(21], [22]. 9] A} FUer A ol Held =
g e AeE 283t g HFET vUEiRE o

2.7l

H Ol#

2 oA defd =Y WY
8 eIt A, 29 BEE A9l o4 @
EZ DEEEERRIEL BN D
Hoh, B4, 29 WY Ao Slek BY B b
51
=

olsrE s, AA|, 2AEH T FA Y T &

AR BARE Hely e R gy

o] 9l H|=8} T2 Z(DAG: Directed Acyclic Graph)
2 3dE L7 FHEE Rl IO:]-/Hg]- ] 4
|

19
é
Lﬁ:
_l

i)
o
i)
_u

]z 2 Qvﬂ OE‘XMFJL B
‘I'—]]: H}g, LET Yxzshy dZ24% F8 Alo)o] 7lEAE 2

e =Y Edolgu Ans el

Tl Afolofl Hloe AEE ejujsh=d], o] wale] A
LHAS () 24 ASHI) SHASH)  EHAZ(0)
Of 19 ©
%Z Wik Witz Whi2o
(DRgE IS
e

W
of
LD

Was
Wit Wiz W|3 Wia Wis Wi 1xWag lXWas 1xXWaa TxWig
E l2 jX W21 Waz Waz Was Wos [2XWa1 12XWa2 [xWag l2xWaa 12X Was|
Wa1 Wiz Wiz Waa Wss I3XWa1 13xWaz 13*Wa3 13xWag 13xW3s)
(ag 1) g3 2 g3—TJa=o} OH|o|E7x

2Q0| of / Heid 2% B X2l 3



Ab Aol Z1SA1E Fsto] W, mES A Hix FE)

Z b plo® dusgitt (29 1o

Zo] wle) 19} 715U A% 19} &

of) EZA WiE &3t 21} 24 AlS Hiof

o7 AdEch (19 1) H1

A D)9 & Ygor vt

T WA B9 &= ‘?ﬁi t‘]:]' e e A

A 23 weo] ﬂ&a}— Al E9= Ao} uig
A71[14], [16] izl ‘EAYsk=

dol| 1] A,

o

U, 93y 29 E8K(Partitioning)

215417 (Artificial Neural Net—
work)®] 3 T2 Held UERA Rdojetut: £¢
H7k5l= gojojul &
A7HA] v
Held YEAef o
oA & e 7lsstaat shuy HIEHA

Foi7h o 9e] 2olm glo.

Mo omy X o
ot ox o
l‘]I, AN O
Byt
I Fu
e, 1;5
ro
SET
© n: rl.E
PEe
é

i
ko
i)
A
E
o
o
QL
£
Lo

BY Bg oRt e uEelae) Fad wy
oAl A e, [0, 23 9 WX ¥ B
= WHER), [16] 290 B o

HA th e W o] A= AL lei16], (18],
Input layer .Hidden Iayer1_ Hidden Iayer2 Hidden Iayer3

A

\ (iutput layer

Worker - Worker

(ag 2) As g 22 2(9]2 xHTY)

4 TXSLSEEA MBE3HE M4s 20188 8E

Input layer  Hidden layer1  Hidden layer2

Hidden layer3

O 1 lla er}
N 2 y Worker 1

Worker 2

-E—i’([Q]—I )

Input layer  Hidden layert  Hidden layer2  Hidden layer3

M

4) E8H8(slo|22|c) By 52([9]°I H78)

(2% 2= [91¢]
Network)2] A& md Bako] AlgE

IS A48t DNN(Deep Neural
Oﬂr,]. Eg_]g
PR AT A5 ol A3
O Wpol( 2 Weke g Bl 7] the A ¢
#|(Worker1, Worker2, Worker3, Worker 4)f &s}o]
Aefgt), ged Eglolde] w2 Alojl= AA
Aol Akt g 1A Aol Z*ﬂ"h— =
pr /\I°ﬂt JHWH lﬂ% W LSRR ﬂﬂul—r

vA At Xﬁ*‘d HﬁF R Ed = Eﬂol'ﬂ ol
L asft,
7 A (" 92 4

Y HE IFEche 28 W
HOoRIR Wgo R 1) 27| fAES F AF0R
o] A2 o2 H3FE 97 (Worker1 2t Worker 2)0f]
ghgate] Helshz AlElolct, o oA ¥ Bake M
A AzolA H1HA AZoZ Holzd uf Worker1o]
24 759 ALbE S Worker 20 H=sfiof




3}l Worker 2% U7 IR &2 24 7159 AAkE &
d3k= Worker 10 Agsfjof g}, &, #4F YAS A
olof 24 ulehn|elE vl A, wf wA E Fupt A
gafof sh= 2EAdo] A7]AL o] & QIR glojE wek=
&7 st

AR (18 4)2F 2ol AT watat wAd #aks
ST sfolEe| = E8o] 7hssith(9] 17 ).
o] 2|55] AA o] = W o) Eek ko ® At

21e 7 o8 = Sl A UAA B SAl 2H
F=s zfRith (AF 4ol TE ZA=EE 3
A BHAE) AL 9] HjolE Mgt EAJRE Ao R Hul(
S]A 3MtaE) Aol oleF FURE gt 310 F
]:]].Q_o] HT—/%]?:S‘J—q

npAEte 2 A, e A S glo] wH Tl
ix}ﬂiﬂ] washs o), &, Held YEYAE
I ThE YA AR
5}% ol g 3%}94 AHEE Eole il A
gk 2SR o] dastal el HE Ao B4l 5
7¥ek &= Qit,

471 ojd g 3k Who|= A (ol &AL
2 fefEjofof shi= AT 7k g2 0] Yl Qi
uhebA 2d Y A avks ﬂtﬂﬂs}ﬂ SfsiA= Al
Z 7o)z L ggRog tE s o= AMESert g
fsirt,

2

o,
o o

>~

o
>

o 93 29 ¥E A
1) seholE g4l g

29 e Hel} dole) ¥E Helele] Holge 2
7 5 72 opEet A, Hake melo] Hshe

sfefulel7h A2 $48 4 ek Hole, W o]
A Bgke] B mule ARe] 45w ol o

=
FAo] A7Ict Fok FUsH

w3k maolat sjrieke
o= ZYE Ao} elxint Alo] A2 ThE S| siej)

ol sitk=
Sujojet, U= TFHoM Tt (AF 19 HES
ASHE 2SS 45, ¥ R

E%XVM OPEFF SF7F A 4 qlri{16].
7, BES LRA 0T FE5H Eﬂiﬁu} 3l 2}
= B 2| gEjulE vt 7] ohE SRR 59t
o2 g5 53 zdof sletulg xmow o] Ay
oF 4= Qlek dlofel E A29] A9 2 A A7
AollA 7o siefnelE ZAlskal 571/Hls 714 0=
A7 feju|e] Aujof gk ’6‘}% PAREo 2 2|7t 7
2 E Xe] o] Ao Aol 71ET 2 1
dlo] 544 e E A gt 7wo] dasit),

ol
e
hSa)
H

29 E A2l dloly W2 A2l Hls) Edold
Il B2 SAl HIEEAl S xsAlR)ol =
o5 5ol W HolA Auli DNN 2l Fatof o1
H 2-4)olA A Sl 1 3] HHER(ERte] mjuuiA =
13] WHEDA] o2} Ak, L2 A 28 i, A
A £ Aol

=
c (193 ¢ ”474%{# b (L-1)X FX (1) % 2
3 4) sto|BEe|= B (L-1) X FX FX2

910} (1% 2)9 (1 9| Al L3} 77} 7

A2~

= bl
FA S} 3t 1) Bl uieletel FES & 4
et B4 St Lot 7 ARSI o o 2 4
QA FAIRE o] AAR B4 Hl§S P2

8ROl 2 / g2id 228 EF X2| 5



O 2= Message Passing
MPI), general—purpose RPC(gRPC), NVIDIA
Collective Communications Library(NCCL)7} 91T}, 1
2a B4 Ak Hed SS3ES Sl e wAles
= Gloo, MLSL, Baidu—allreduce 5°] 1t}

MPL= #IAIA] o) e 220 sl E535)
tlofe F4l gfolHeje|rA] ZeAs 7|EoR 2
& IFohH ZRAAE 9jo] & o] EERA] 7]
Hko] =41 whjolch GPUDirect RDMAS A|915}7]
8l CUDA—Aware MPIE A3ttt MPI+= Caffe?,
Cognitive Toolkit(CNTK), Chainer MN 5<j|A] AR5t}

gRPCE= H1-8 5207 Googleol| 9l 7ids @&
a2 ZY YR ST|AE-XH 7|5te] 97 =
BEAA A oR JAF ZRAAE FAS S3Et
], Protobuf& 7|8Fo.2 HIAIA1E Q17Y/ H Y5}
wfol] Theah XML thH] uf9- whe S5 Helct,

NCCL-2 NVIDIAS|A 7ieks]l GPU 7t #$HCollec—
tive) FA4loll Wo| AMEElE B4l HPolt}, k& Ui
GPU Ztlli= NVLink, PCle, GPU Direct P2PE 53
A S(NCCL 1), == ZF GPUE AReloide
Socket(Ethernet) H= Infiniband(with GPU direct

Time

3
=
5

o i

RDMA) WE$1=12 53 SAIZTHNCCL 2), 714 92
FA A S AESHE SHEGe] TS NVLinkS A19)

ll

l= A€l Tesla AQ GPU 18|13l =& 7t Infini-
bend HIEHAR AE3k= Aoltt. NCCL2 Ring 84
o2 CUDA kernelo] FA& 33ttt Cognitive
Toolkit(CNTK), Torch, NVCaffe, Caffe2, Tensorflow
S ] Ak Held ESiEolA ARSEAL Sl

Gloo= Facebookol|A 7 7] A sk {83t
U &4l golEe|g® Caffe2oAl M4l IF F4lE
el AREEIL QJeH12], Gloo:= barrier, broadcast,
allreduceS Egst} 315 U EYAE [P = Infini—
band (or RoCE)E A5}, Infiniband”} 3.2 GPU-
Direct7| ARSI}, 124t Redezvous A& sz
Redis® 092 i,

MLSL(Machine Learning Scaling Library)< Intelo]
A i 7AIsRs S SlRE gleolHeE|e, MPI
primitivesZ 7|9te 2 F&EE It Intel Omni—Path,
Infiniband, Ethernet=- 2| g},

Baidu—allreducet= tiyFi HIAIA] gk A4S A4
3t} Point—to—Point MPI Zg|u|E|HE 0]85}o]
Ring—Allreduce &112]&2 &5k TH13],

Ol

SEELIE
2E mde A2 %
2Y B ozt WY

wkebi] £ Ao
o

F&o] 3 Ml gb7] o]
X%FM IS H7] ofHTh
oll— A;HQ. Hl—lggo]

Time Time

[ W F [ EEmmm

Machines
Machines

11234 1

(a) pipelined execution (#inflight 1)

234

(b) Pipelined parallel execution (#inflight 4)

1231|42| | o

Machines

112 2|3 3|4 4|

(c) Asynchronous model parallelism

(a8 5) S7[A/8IS7|A mrol=Zatol'd Hlw[24]

6 TXSAS 1 MI333 A4z 20184 8

E=ESEE A
Sk
OL'_



B9l A AL, tegh] A slefulg 7

FA2 2o R 22 71 A} ol

e WA= AolA wE 7Y} st=go] &

. E2d Zage3el 2 HE X2 7|s

1 oA A7) AHA 7144 FAlok olsr el
A 29 WY Relg AR 5ol 24 ey 2

A=E I

1. DistBelief

DistBelief[23]= 2011dFE A]ZHE F-= 29l =
Ao A e | wEae] b
Wt AHAAS 95t 2] LAY B4k A|AEo,

% 419 A9 shepulel A e g b vES

Machine 1 Machine 3

{) >
o
O—r
O—>

Machine 2
(2 6) 2 W X2 of

Machine 4

2 dio] (G CPU Zoj)oflA B4t Ed
o mA 0w dEh
(2% 6} DistBeliefoll /] Hol= el W{H #z]9]
gt oflolci23]. 571 AlSe= FHE | wE EHES
4700 ez (A AARA) wetsto] wiAl(Machine) 1,
2, 3, 4 oA Z47] AdPshe Afolet, of7|A Bl 73
O

o WS P il e B

i
of gt} qkef melo] F3hw]R] QT HFES] 24
wme] Aol A Akl HiEnto & AEd 4= 9lont &
go] BAtEH w4l 7F FAG-S A)o] Basict,

(18 6)Y] HIEY=7L 18 AFKolA 0EHOE 1]
= 2= g #9ehH, Machine 29] W7HY F.&
=7 79} Machine 19| w027 dloJgE AY
wro} AlAbstal, 1 A3E Machine 33} Machine 449
A7 T o g Hdsfof gt}

DistBelief AF&AHH 2 =& /WA= python 7]
gro] ATRE QlEHo|AS o] §slo] CHEHAR
A Hololeg 2R el EYIE H
ofgttt AolH UEHT+= A3 siglo] 1A= g
ot uj= Z= AT 9 RNNT 22 mdle x]9ls)
A] Zegket, DistBelief ZH|Y9]T= AHog ulejn]
B[S Hejoks Auet 24 715A] ALk A ZEA
AER AEAL Eflofdolut Ql#A Fofl A i

HiR0) 2 / Eald 22 8E XM2| 7



g5 54 o= 7 Downpour SGD
2} Sandblaster L— ofyg]&e nd Holo] Wiy
el 71&(1A)e] val B thg AFEo E/\M
of doelE Easte] HE Aejahy] 913t 204 ¥

3} 7]¥olt}, Downpour SGD= A3} vletule] *1
8] 7+ vl 714] ghetle] A3} 7]%0]al, Sanblaster
L-BFGS= 842] A2k coordinator)7} HAE2 1}
ghale] Aol HAIZE Hifje wix] HHsE Bt
+ 7lsoltt, AT} sehE AfH 7 FA o s
AL Zholli= wAIA] oA BhEE wAL oAl HEA
Ag BS ARgel

2. MXNet

MXNet[7] & CXXNet, Minerva, Purine2 7J9A}=0]
Agdste], A AES vt A& A9
Z232 et g8 ZYdYaE 20159 githuboll
S7HEISIct

wel g 2ol 9lo] MXNet> E3] LSTM] A%
3k QH6). (I8 72 241% LSTM Rde A=Ea
Halsto] thE GPUOIA Adsk= AlEloltt, GPU 19
A A WA A A ALLS AS vHH AakE
GPU2E Adsitt GPU27F A ¥4 LSTM AlZe] 2
IS ol = W Lt 5Alell GPU
2= o 49 AL EfloldE ARt o] ¢

A
B w7k Zhito] glof YIAE 1k setule 7

output—— @ ® 6 6 O
ZHTal\;i;rM—. mﬂ: LSTM| GPU 2
LST™M

1 LSTM—— LSTM LST™ LSTM LST™M LSTM
layer 1 1

m @ © © <’>

O GPU 1
seqgurnce

(3’ 7) MXNetoll A 2= HE Xz2| 7|H[6]

8 ZXSASEEA FM33H Xl4= 20181H 8

Eﬂ AT Al
ERE ?—fﬂ afjof gt
MXNet Hed 24 WefY Hled 1=
(Dlrec’oed Acyclic Graph) Fe|o] 482 T2 33
5 A (Symbolic) (= A4 (Declarative))
2aY} AAIA (Imperative) Z2 129 S1E|Ho]
A2 Python, C++ 5 ZEEJC 7fdleio} & APIE
At o]ggh o]f4= Symbol APIZ AlFEh= 4]
o L8 YEYAY AXt 12E | ]s}
2Agtsl7] 219 HIEYA Bdo] ghH 1A=
& W7Ao| off7] ol o5 Hestaial uejn|
olglo|EQ} ClEjdE| Y T 7)o 8-83F 2|47 =
A A&ttt NDArrayeh= 478t Al4tol
719] tpake] v e} At 5 Al
oz ANA Zrae] 7hsshH, MXNet-
g 2AE AlLEo] B l ﬂﬂﬂﬂ%

Eul
£'é

-

ﬂlﬂ]oz;,lil_lﬂ

=
2

o
s

>,
ol
>
9‘:
f%
fu
A
nl
i1k
oSt
N
re
>
)
KO
a
i
in
>
ré oLl
)

.

i—J
o
(N
o
o
oo
o
)
o 2 R

é A AAEY
Ak 5T} HlofE o %—EA?‘E}? o
AAEolety Ak& 7}—6 s—}
gefetd, = 7H”a*XP7P MXNetoﬂ/H
g ma ey} A& T2 ey Hf
e ajyshd MXNeto|As mdl #HE a2 o4
)

il
o
e g iliv)

> ol

ml;ﬁ
H N
2 -0
oﬁliﬂgﬁ
ol

ol
FfF
o>
s

|

rE
v o
o
" %
ﬂ
2

W A2 A0 R Al Folth



3. Petuum

Petuum[14], [15}& CMUOJA] 7fdgh 93 4x &
A 71AIRLS ZEYHARA 22 0 sfehi]E Al
(PS server), AAEE(Scheduler), A (Worken) &2
), Hlolel WA et Bl W A2 Ao}
7] $f8ll 7154 2= Bosenolet &2l M7 A
7|-85 A4} STRADS(structure—Aware Dyna—
mic Scheduler)2} HHH 24 HAs} AAIE([16], 1L
2|3 kst 71AIRls golHee)E AlERi,

53], =24 W A2E S8 Edold 13] vhES 7]
Fo& M g AYEH | =Hsks )2 e

Hefe¥ gpoleks wrk A2 BER Ba

2B 7 Al 29 BE rEoRs 47
B3} 54 BB ARshy 44 B Exel A
Kol 7|ukslo] Alay o] H3HS TAROZA W 4
e WA B FHE R, 54 BT A9
F B 7F A4S Rl HAES sl by
Belo] M2 SRS B2 Aees Fomn W
29 AWE ] 28 Rl

BE WY S As] 918 Petuumite] 73

F8 B F shhs EYA 125 A5t A4l 2}
95 7)o Al S92 stehiE o]
AZEHsl= STRADS 2AIE# o), 7t
A7F SchMP Wglols meo] H&of uhA| LeshH
STRADS AH|AE o] 88f SchMP ol #AF S84
Ejof|A] Agict, mdl Rt Fasfof sk SchMP
HEol= 1) schedule(), 2) update() (push([15]), 3)
aggregate(pull )[15])0]th, schedule()&2 73 n}ejn|
ElE Aeistal, YASE schedule(ol] & HA%E =}
ZH|El 2 4221810 update( & A}A12) 22 letnlES
sk, AAE e T aggregate(E ©l-8-sto] ¢
ASE5EH 449 getulg 72 Kot MY ulehi|g
£ wAe &, =Y 7Rz SchMP HEolsol &

2
1o
o
2
5N

(m
*
tlo
1>

Sl 5ok 2AERE ArEAl F-@ske] STRADS
Ar|2of|af e o= Qe (1612 714 o5 5-8=°
A =9 7l 2AET, Bl 2R AMAEY, £5 71

Ut 2AEY 5 SR 2AEH ARIE Hlh

4. SINGA

A7pEE digto] dste] 20159 Apache ©EAA
2 NEE SINGA= w4 "ed Z3E9 o8
(Usability) 2t 283 (Scalability) 345 F3E= 7iaE
w4 Hed EHE(17]e],

SINGAE Al 150 §A 1o ==, A
] 252 1 alehi]E|Q] $hdgh BEARES 7HA AL ¢
7 1RO 2REHO o7|/MA] aS Asi 1
5708 371408 mEnjelE 713kl 7 1E
2 SPe] AlE| TLEo] &8te] 11 AH] T1ge] deEjshe
o] sl shetn|elE Edoldgitt,

SINGAOlIA = Feld 24dE NeuralNeto]2h=

1}
Fo= Ady Az 9GO Folh (13 9vt 2

4
.
o] 7|3l A dol" A, A A, i A
B2A AT, 7 A (R 23 A AT AEst
AS) o8 FHEEAL 7 AFL oY AlSS 7IETe
EXN TRk ddo] 3

Held HENeuralNet)& £83k= o2 A%
H 8235k el AlE Y] 3K Batch Dimension, Feature

Dimension), sfo|H2|E Hal WS 2] sict ol

=
O,
L=
L

Layer: name: "softmax loss”
type: softmaxlosslayer
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Layer: name: "hidden”
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Layer: name: “image parser”
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SGD trainer
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Update Wm

é Learning_rate = [0.01]
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Gradients

Classes = [10]

Relu layer

Shape = [784.1]
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CNN Convolutional Neural Network

DAG Directed Acyclic Graph

DNN Deep Neural Network

GPGPU General-Purpose computing on Graphics

Processing Units

gRPC General-purpose Remote Procedure Call

IR Intermediate Representation

L-BFGS Limited-memory Broyden Fletcher
Goldfarb Shanno

LSTM Long Short Term Memory

MPI Message Passing Interface

NCCL NVIDIA Collective Communications Library

PCle Peripheral Component Interconnect Express

RNN Recurrent Neural Networks

ROCE RDMA over Converged Ethernet

SGD Stochastic Gradient Descent

STRADS  STRucture-Aware Dynamic Scheduler
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