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Object classification and detection are fundamental technologies in computer vision
and its applications, Recently, a deep-learning based approach has shown significant
improvement in terms of object classification and detection. This report reviews the
progress of deep-learning based object classification and detection in views of the
ImageNet Large Scale Visual Recognition Challenge (ILSVRC), and analyzes recent

trends of object classification and detection technology and its applications.
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